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ABSTRACT

Deep Learning (DL) models are increasingly used for finan-
cial forecasting problems, such as price or trend prediction of
a financial asset. However, most methods either rely solely
on price information or require difficult to implement data
harvesting pipelines, e.g., from social media, to deploy them.
The main contribution of this paper is a method that exploits
sentiment information as a source of additional supervision
during the training process, allowing for improving the prof-
itability of the developed strategies compared to baseline
agents, while also allowing for operating the agent under
partial observability, i.e., without requiring sentiment infor-
mation as input during inference. As demonstrated in the
conducted experiments on the Bitcoin-USD currency pair,
this approach can indeed lead to significant improvements
in the performance of DL agents, as well as help reduce the
overfitting phenomena that often occur when training such
agents.

Index Terms— Financial Trading, Knowledge Distilla-
tion, Deep Learning, Bitcoin Forecasting

1. INTRODUCTION

Recent advances in Deep Learning (DL) fueled the research
interest in developing methods for numerous financial ap-
plications, including financial trading [1]. Indeed, the vast
amount of data generated from financial markets, along with
the ability of DL models to efficiently ingest this informa-
tion led to methodologies that superseded traditionally used
approaches [2, 3, 4], such as hand-crafted trading strategies.
These methods typically work by either modelling the finan-
cial environment and formulating trading as a Reinforcement
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Learning (RL) problem [1, 3, 5], or following a forecasting-
based approach, where the DL models attempt to predict the
future price movements [6, 7]. The signals arising from these
models can be then exploited in heterogeneous strategies to
perform profitable trades, even when operating under the
(often) volatile and noisy financial environment.

Despite the success of these approaches, most of them
rely solely on price-related information, ranging from coarser
information, e.g., minute/hourly/daily Open-Low-High-Close
(OLHC) candles, to finer one, e.g., limit order book informa-
tion, such as volume and price of all requested limit and mar-
ket orders. However, this is in contrast with the way that most
human traders actually take decisions about selling or buy-
ing an asset. Human traders usually take into account many
other factors (information sources) that expand well beyond
the price/order book information that can span from sentiment
and general news to prior knowledge and forecasts. Indeed,
sentiment expressed in various environments, e.g., news and
social media, regarding various assets, as well as regarding
various sectors of the economy, can significantly affect the
price of various financial assets [8, 9, 10].

Recent works have demonstrated that approaches that rely
on sentiment-related modalities, typically harvested from on-
line sources, can achieve very promising results, often outper-
forming approaches that rely solely on price information [11,
12, 13]. However, this comes with the additional cost of de-
veloping the necessary data collection pipelines. This can
be especially challenging, since this information is usually
collected from various online sources and social media and
requires further pre-processing to extract useful information
that can be exploited by the DL models. As a result, this of-
ten hinders the integration of such approaches in production
systems, due to the high cost of developing, setting up and
ensuring the correct operation of such pipelines.

The main research question posed in this paper is whether
we can exploit the sentiment information that has already
been collected to improve DL models for financial trading,
while - at the same time - operating these models without



access to such information. In other words, we aim to ex-
amine the ability to operate such DL models under partial
observability (i.e., by observing only price information) of
the environment during inference, yet train the models under
full observability (i.e., by observing both sentiment and price
information). Such an approach would allow for significantly
reducing the cost of integrating and operating DL models,
since the already collected sentiment information (e.g., from
social media datasets) can be used during the training process
with little to no cost. At the same time, no change in the
deployment pipeline is needed, since the models still operate
solely on the price modality.

The main contribution of this paper is a method that ex-
ploits sentiment information as a source of additional super-
vision during the training process. To this end, we employ a
neural network distillation [14]-based method for transferring
the knowledge encoded by an agent trained to perform finan-
cial trading, while observing sentiment-related information,
to an agent that performs trading based on price input. As
demonstrated in the conducted experiments, this approach can
indeed lead to significant improvements in the performance of
DL agents, as well as help reduce the overfitting phenomena
that often occur when training such agents. It is worth noting
that, to the best of our knowledge, this is the first method-
ology that can effectively exploit sentiment information for
improving the performing of DL-based cryptocurrency trad-
ing agents, while allowing for operating such agents without
using sentiment information during inference.

The rest of the paper is structured as follows. Section 2
introduces and presents the proposed method. Then, in Sec-
tion 3 we present the experimental setup and results. Finally,
Section 4 concludes this paper.

2. PROPOSED METHOD

The proposed method is introduced in this Section. First, we
briefly provide the background on training DL agents for de-
tecting price change indicators using either price or sentiment
input. Then, we present the proposed method that allows
for training improved DL agents for trading using sentiment-
aware knowledge distillation.

2.1. Background

Let fW(x) denote a DL model that can be used to detect fi-
nancial price change indicators, where W are the trainable
parameters of the model and x is the input provided to the
model. In this work we consider the input to be either fea-
tures extracted from the price time series, denoted by x(p), or
a sentiment time series, denoted by x(s). More specifically,
for models operating on the price time series the input to the
model consists of L more recent percentage changes, i.e.,

x
(p)
t =

[
pt−L+1

pt−L+2
− 1, . . . ,

pt
pt−1

− 1

]T
∈ RL, (1)

where pt denotes the close price of an asset at time t. The
training target for the model is defined as:

lt =


1, if pt+1

pt
− 1 > δ

−1, if pt+1

pt
− 1 < δ

0, otherwise

, (2)

where δ denotes the threshold for considering a price move-
ment significantly. Usually, δ is set according to the trad-
ing commission and accounts for possible price slippage that
might occur during order execution. Setting a higher value
for δ leads to models that perform less trades, while a smaller
value of δ provides more trading signals. Typical values range
around δ = 10−3.

A DL model can be also trained to provide trading signals
using as input a sentiment time series. To this end, a senti-
ment mining system can be employed, e.g., collecting tweets
about a currency and then averaging their sentiment polarity,
as further explained in Section 3. More advanced aggrega-
tion methods, such as using the Bag-of-Features models [15],
can be also used to this end, since the actual methodology for
extracting the sentiment time series does not affect the pro-
posed method. Therefore, a sentiment time series x(s)

t can be
extracted for each time step:

x
(s)
t = [st−L+1, . . . , st]

T ∈ RL, (3)

where st provides the sentiment at the time step t. Then, the
DL model can be trained using the same targets as those pro-
vided in (2).

2.2. Proposed Methodology

The main contribution of this paper is to use a multi-modal
distillation approach to transfer the knowledge from models
that operate on different modalities. Let f (s)

i,W(s)(x
(s)
t ) denote

the i-th agent (of an ensemble) trained on sentiment input,
while f

(p)

i,W(p)(x
(p)
t ) denote the i-th agent trained on price in-

put. First, instead of transferring the knowledge from a sin-
gle agent, we propose employing ensembles of agents. This
approach has been proven especially beneficial in noisy do-
mains, such as financial trading [16]. Therefore, we denote
the output of the sentiment ensemble for a given input x(s)

t

as:

d
(s)
t =

1

N

N∑
i=1

f
(s)

i,W(s)(x
(s)
t ), (4)

where N is the number of models used for creating the teacher
ensemble. Similarly, the output of price ensemble for a given
input x(p)

t as:

d
(p)
t =

1

N

N∑
i=1

f
(p)

i,W(p)(x
(p)
t ). (5)



Neural network distillation [14] allows for transferring the
knowledge encoded in large ensembles of teacher models in a
smaller model, called student. Let fW(x) denote the student
model, which always operates on price input. Then, we can
define a price distillation loss as:

Lp,t = −
3∑

j=1

[d
(p)
t ]j log[fW(x

(p)
t )]j , (6)

where the notation [x]i is used to denote the i-th element of
a vector x. This loss expresses the objective of transferring
the knowledge from teachers that operate on the same modal-
ity (price) into the single student model. Also, note that the
cross entropy loss spans over three classes, since the mod-
els have three outputs according to (2). The temperature of
the softmax function, which is part of the model, can be also
raised to provide a smoother output distribution, as proposed
in [14]. However, recent works have shown that in many tasks
this have only a negligible effect on the effectiveness of dis-
tillation [17].

Similarly, we can define the sentiment distillation loss as:

Ls,t = −
3∑

j=1

[d(p)
s ]j log[fW(x

(p)
t )]j . (7)

This loss expresses the objective of transferring the knowl-
edge from teachers that operate on a different modality (senti-
ment) into a student model that operates on price input. Note
that the inputs that are used for distillation still have to be
temporally aligned and synchronized by performing the ap-
propriate sub-sampling. Therefore, the same time step should
be used for both the student and teacher models when per-
forming distillation.

As previously described, in this paper we aim to trans-
fer the knowledge from models operating on both modalities.
Therefore, the final loss used to train the student model is de-
fined as:

L =

M∑
t=1

Lgt,t + Lp,t + Ls,t, (8)

where M is the total number of training time steps, Lgt,t is the
cross-entropy loss arising from the ground truth labels defined
as:

Lgt,t = −
3∑

j=1

[lt]j log[fW(x
(p)
t )]j , (9)

and lt is the one-hot encoding of lt, as defined in (2). Then,
the model can be trained using gradient descent to minimize
this loss:

∆W = −η
∂L
W

, (10)

where η is the used learning rate. More advanced optimiza-
tion methods, such as Adam [18], can be also employed.

The proposed method provides several benefits over ex-
isting approaches. First, it allows for reducing the inference

complexity by improving the accuracy of the student agent
without having to query the ensemble during the deployment.
Note that the teacher ensemble is used only during the train-
ing process. As a result, any additional cost arising from it
will only occur once. Furthermore, it enables the student
agent to operate under partial observability of the environ-
ment, since no access to sentiment information is required
during inference. Despite this, it can provide improved per-
formance compared to similar agents that operate on the same
input, as demonstrated in Section 3. However, the quality of
the collected sentiment can affect the training process. Fi-
nally, the distillation process allows for better shielding the
models against overfitting phenomena, which is an especially
important issue in the financial domain, as demonstrated both
in the literature [3], as well as in the conducted experiments.

3. EXPERIMENTAL EVALUATION

In this Section we provide the experimental evaluation of the
proposed method. First, we introduce the used datasets and
evaluation metrics. Then, we present the employed network
architectures and evaluation setups. Finally, we present and
discuss the experimental results.

3.1. Datasets and Evaluation Setup

For all conducted experiments, we used the Bitcoin-USD cur-
rency pair. This choice was mainly motivated by the avail-
ability of sentiment information regarding cryptocurancies in
various online sources, as well as the uninterrupted operation
of such markets. The data collection period ranges from 2015
to 2020. We collected OLHC day candles, while the price
time series was compiled using the close price of the collected
data. The first four years were employed for training the DL
models. The testing dataset consisted of the last year (2020)
and was used for performing the backtesting of the models.

We also used a dataset published by BDC Consulting [19],
which contains over 200,000 titles of financial articles that
have been collected from various online sites, such as Coin-
telegraph and CoinDesk. We used this dataset for extracting
a sentiment time series to estimate the polarity of opinions
regarding cryptocurrencies in online sources. To extract the
sentiment time series we employed a pre-trained FinBERT
model [20]. More specifically, let Xt denote a collection of
the titles of textual documents that were collected at time t,
i.e., after time-step t − 1 and until time-step t, and refer to
the asset at hand. Then, we can use the pre-trained FinBERT
model to extract a sentiment value for each document in Xt,
following the process described in [13]. The sentiment at time
t (st) is calculated as the average sentiment extracted for all
the collected documents in Xt and ranges between −1 (nega-
tive sentiment) and 1 (positive sentiment).

The trading signals of the model were used to com-
pile a trading policy by translating the up/down class into a



long/short action. If the predicted price movement is within
the threshold (δ = 10−3), then the trading agent exits the mar-
ket. All models were evaluated based on the obtained Profit
and Loss (PnL) metric, as calculated when back-testing the
model on the test set. A fixed lot size is used for calculating
the PnL.

Following recent literature on financial forecasting [3, 6],
we employed a Long Short Term Memory (LSTM)-based ar-
chitecture [21] for models that receive price input. For mod-
els that process sentiment input we opted for a simpler, yet
equally effective according to our experiments, MLP-based
architecture. The LSTM model consists of one LSTM layer
with 8 hidden neurons, a fully connected layer with 20 neu-
rons and a final 3-neuron output layer. We feed the 12 most
recent observations to the LSTM model. For the MLP model
we used a hidden layer of 10 neurons followed by the decision
layer that is composed of 3 neurons. For all fully connected
layers we employed the ReLU activation function [22]. All
models were trained using the Adam optimizer [18] using a
learning rate of 3 · 10−3 and weight decay set to 10−6. All
models were trained for 100 training epochs. The teacher en-
semble consists of 5 teachers (each one starting from a dif-
ferent initialization), while for all results we report the mean
of 10 repeated runs. Using more teachers is not expected to
significantly improve the performance of the resulting student
model. The input data were normalized using z-score normal-
ization (standarization) using the statistics of the training set.

3.2. Experimental Results

The experimental results are presented in Table 1, where the
PnL (as a ratio over the initial amount) is reported. Apart from
the proposed method, four other baseline and competitive ap-
proaches have been included. First, the results using two
baseline agents (“Price - Baseline” and “Sentiment - Base-
line”), that have trained on the price and sentiment modal-
ity, respectively, are reported. These agents have been trained
without employing any distillation approach. Then, we also
report cross-modality distillation results, where the knowl-
edge has been transferred from teacher ensembles that operate
on a different modality, i.e., “Sentiment Cross-Distillation”
and “Price - Cross Distillation”. Note that both the “Senti-
ment Baseline” and the “Sentiment - Cross Distillation” base-
line require as input the sentiment features that can be expen-
sive to acquire in practice, as previously discussed. Nonethe-
less, they have been included as baselines to better highlight
the improvements that can be acquired using the proposed
method.

Several interesting conclusions can be drawn from the re-
sults reported in Table 1. First, note that both baseline agents
are prone to overfitting, since both of them achieve negative
PnL when the training continues after the first 50 training
epochs. Also, using distillation improves the trading perfor-
mance for both the price and sentiment agents. It is actually

Table 1. Experimental Evaluation: PnL during back testing
for different training epochs and methods. The first part of
the name of each method denotes the modality on which the
corresponding agent operates.

Method / Epoch 50 70 100

Price - Baseline 0.198 -0.233 -0.398
Sentiment - Baseline 0.148 -0.348 -0.235

Price - Cross Distillation 0.946 0.483 0.048
Sentiment - Cross Distillation 1.246 1.002 0.923

Price - Proposed 1.334 1.354 1.155

worth noting that the sentiment agent actually achieves better
performance compared to the price agent, an observation that
has been also reported in previous works [13], confirming that
sentiment can be a very strong predictor of the future price
movements of cryptocurriences, such as Bitcoin. At the same
time, the agents trained using any distillation-based approach
are significantly more resilient to overfitting phenomena com-
pared to the baseline agents. Finally, the proposed method,
which combines two different knowledge sources for distilla-
tion, achieves the overall best results, outperforming the sen-
timent agent, despite not having access to sentiment informa-
tion during the inference process. Also, the proposed method
is significantly more robust to overfitting, since the PnL drop
is significantly lower, as the training progresses, compared to
the rest of the evaluated approaches.

4. CONCLUSIONS

In this paper we presented a method that exploits sentiment
information as a source of additional supervision during the
training process. In this way, it allows for improving the prof-
itability of the developed strategies compared to other agents
that operate on unimodal input, while also allowing for oper-
ating the agent under partial observability, i.e., without requir-
ing sentiment information as input during the inference. As a
result, the proposed method can allow for significantly reduc-
ing the cost of integrating and operating DL models, since no
change in the deployment pipeline is needed, given that mod-
els still operate solely on the price modality. As demonstrated
in the conducted experiments, this approach can indeed lead
to significant improvements in the performance of DL agents,
as well as help reduce the overfitting phenomena that often
occur when training such agents. The proposed method paves
the way for developing more advanced distillation methods
that can also take into account more modalities, e.g., news
articles, forecasts, etc., potentially further improving the per-
formance of the developed agents.
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