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Abstract

The success of Deep Learning (DL) in various areas, such as computer
vision, fueled the interest in several novel DL-enabled applications, such
as financial trading, that could potentially surpass the previously used
approaches. Indeed, there has been a plethora of DL-based trading meth-
ods proposed in recent years. Despite the success of these methods, they
typically rely on a very restricted set of information, usually employing
only price-related information. As a result, they ignore sentiment-related
information, which can have a profound impact and be a strong predictor
of various assets, such as cryptocurencies. The contribution of this paper
is multifold. First, we examine whether the use of sentiment information,
as extracted by various online sources, including news articles, is bene-
ficial when training DL agents for trading. Then, given the difficulty of
training reliable sentiment extractors for financial applications, we eval-
uate the impact of using different DL models as sentiment extractors, as
well as employ an unsupervised training pipeline for further improving
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their performance. Finally, we propose an effective multi-source senti-
ment fusion approach that can improve the performance over the rest
of the evaluated approaches. The conducted experiments have been
performed using several different configurations and models, ranging
from Multi-layer Perceptrons (MLPs) to Convolutional Neural Networks
(CNNs) and Recurrent Neural Networks (RNNs), to provide a reliable
evaluation of sentiment-aware DL-based trading strategies providing evi-
dence that sentiment information might be a stronger predictor compared
to the information provided by the actual price time-series for Bitcoin.

Keywords: Financial Trading, Sentiment Analysis, Deep Learning,
Sentiment-aware Trading

1 Introduction

The large number applications of Deep Learning (DL) in various areas (LeCun
et al, 2015; Oh et al, 2020; Oyedotun and Khashman, 2017) fueled the inter-
est in developing intelligent agents for financial trading (Zhang et al, 2019; Yu
and Yan, 2020; Wei et al, 2021), which could lead to better performance in
many cases, compared to traditional methods, such as rule-based strategies.
As a result, a series of powerful DL formulations proposed in the literature
led to models with enormous learning capacity. At the same time, their abil-
ity to seamlessly integrate with Reinforcement Learning (RL) methodologies
allowed for directly optimizing trading policies to maximize the expected profit,
even in the volatile and uncertain conditions that often exist in real mar-
kets (Deng et al, 2016; Lei et al, 2020; Tsantekidis et al, 2020b). However,
current approaches operate on a restricted set of input information, i.e., they
mainly rely on time-series information regarding the price of assets. This can
enforce an upper limit on the performance of such approaches since this con-
trasts with the information that is usually available to human traders. Indeed,
human traders, apart from observing price-related information, also take into
account their prior knowledge, the sentiment that is expressed regarding
various markets and assets, as well as general news and forecasts.

Contrary to this, trading using DL is typically tackled as a problem that
can be solved solely by relying on a single modality, i.e., price time-series,
without taking into account any additional external information. Indeed, the
additional complexity and development costs regarding collecting the appro-
priate data, preprocessing them, and then transforming them into a form that
can be exploited by DL models often discourage DL researchers and compa-
nies from exploiting these valuable sources of information. Recent evidence
suggests that external information, mainly provided in the form of sentiment
regarding various financial assets (Chantona et al, 2020; Day and Lee, 2016;
Shi et al, 2021; Zhang and Skiena, 2010) and typically collected from social
media, often has a positive effect on the accuracy of trading agents. However,
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little work has been done so far in this direction, especially for exploiting large-
scale datasets that contain news articles regarding financial assets, while many
important questions arise when designing such a system. For example, how
does the accuracy of the model trained to extract sentiment-related informa-
tion can affect the performance of the subsequent DL model? Is it possible to
train DL-based sentiment extractors that are tailored especially to financial
tasks without spending too much effort in annotating financial data sources?
Can we combine multiple sentiment extraction models to have a more reliable
way of estimating sentiment for financial trading?

In this work we provide an extensive experimental study, along with a sim-
ple, yet effective way to combine sentiment extracted from multiple sources,
to answer these research questions. More specifically, the contribution of this
work is multifold. First, we examine whether the use of sentiment information,
as extracted from various online sources, including news articles, is benefi-
cial when training DL agents for trading. Then, we proceed by collecting a
large pool of data from online sources related to cryptocurriencies and per-
form unsupervised training in a BERT architecture (Devlin et al, 2018), to
further adapt it for the task of financial-aware sentiment extraction, while we
also evaluate the impact of using different models for extracting sentiment
from financial documents. Finally, we propose a simple, yet effective way to
fuse the information extracted from different sentiment extractors, demon-
strating that such multi-source strategy can indeed increase the profitability
of the resulting models. To provide a reliable evaluation, we performed exper-
iments using a wide variety of deep learning models, ranging from Multi-layer
Percetrons (MLPs) to Convolutional Neural Networks (CNNs) and Recurrent
Neural Networks (RNNs). To this end, we go beyond the existing literature that
typically just evaluates a few handpicked models, with and without sentiment
information, and we provide an extensive evaluation, often including more
than 50 different configurations per architecture. The experimental results
confirm our initial hypothesis regarding the impact of sentiment for financial
trading, demonstrating that for cryptocurriences, such as Bitcoin, sentiment
information can be a strong predictor of future price movements, while also
demonstrating that using multiple sentiment sources can also lead to improved
trading performance.

The rest of the paper is structured as follows. First, related work is intro-
duced in Section 2. Then, we present the used notation and analytically
describe the proposed method in Section 3. Next, we provide an extensive
experimental evaluation in Section 4. Finally, Section 5 concludes the paper
and discusses possible future research directions.

2 Related Work

There is a vast amount of recent works that focus on developing intelligent
agents for financial trading based solely on price-related information. Indeed,
the development of Deep Learning (DL) enabled automated agents allows for
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exploiting the vast amount of data collected from financial markets, outper-
forming to a significant degree the methods used until then (Tsantekidis et al,
2017a; Zhang et al, 2019; Dixon et al, 2017; Bao et al, 2017; Tran et al,
2018). A wide range of different methods have been used to this end, rang-
ing from supervised learning approaches using Convolutional Neural Networks
(CNNs) and Long Short-Term Memory (LSTM) recurrent neural networks
(RNNs) (Mehtab and Sen, 2020; Mehtab et al, 2020) to Deep Reinforcement
Learning (DRL) methodologies (Tsantekidis et al, 2020b; Deng et al, 2016).
Even though these approaches can lead to very promising results, they do
not take into account the sentiment that is expressed in various media. The
method proposed in this paper on the other hand focuses on exploiting senti-
ment information on top of features that can be extracted from historical price
data.

Recent works have demonstrated that taking into account external infor-
mation, mainly provided in the form of sentiment regarding various financial
assets (Chantona et al, 2020; Day and Lee, 2016; Shi et al, 2021; Zhang and
Skiena, 2010) can significantly boost the performance of trading agents. At
the same time, the development of powerful large-scale language models that
can be trained on large collections of text documents, such as BERT (Devlin
et al, 2018) and roBERTA (Liu et al, 2019; Barbieri et al, 2020, 2021), that
can be fined-tuned on various tasks, such as sentiment analysis, provided addi-
tional powerful tools for automating sentiment extraction from online sources.
Indeed, it has been demonstrated that such information can be very useful
for developing trading agents (Shi et al, 2021; Passalis et al, 2021). However,
these approaches typically ignore that generic sentiment extractors, even when
trained on large document collections, face significant challenges when used in
domain-specific areas, such as finance (Araci, 2019). In this work, we demon-
strate that unsupervised pretraining can have a significant impact on sentiment
analysis for the financial domain, both for sentiment prediction, as well as
when this information is subsequently used for training. Furthermore, we also
demonstrate, for the first time to the best of our knowledge, that using multi-
ple sentiment extractors can provide additional information to the subsequent
DL models, further improving their trading performance.

Finally, note that this paper is an extended version of our preliminary work
presented in (Passalis et al, 2021). In this version, we provide a more thorough
and extensive evaluation, since we have collected an additional dataset, that
contains over 800,000 documents, to evaluate the impact of using unsupervised
pre-training, evaluated the impact of additional sentiment extraction models,
as well as proposed a multi-source fusion strategy for using different sentiment
sources, further improving the trading performance.

3 Proposed Method

In this Section we introduce the proposed data processing and fusion pipeline,
as well as the employed financial forecasting setup. For the rest of this Section,
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we assume that both the forecasting, as well as the sampling time-step is set
to one day. This is without loss of generality since the proposed method can
be trivially extended to work with longer or smaller time horizons, given that
the appropriate data are collected.

The proposed data processing pipeline, along with the forecasting model
are shown in Fig. 1. First, the DL model receives the raw price candles from a
financial data source, e.g., an exchange. These data are then preprocessed in
order to obtain a single scalar value for each time-step t that corresponds to
the percentage change of the price of an asset:

pt =
ct
ct−1

− 1, (1)

where ct denotes the close price at time t. It is worth noting that this is
among the most well-established financial data preprocessing approaches for
extracting stationary features (Tsantekidis et al, 2020a; Schäfer and Guhr,
2010). Then, these percentage changes are aggregated into a window of length
L to form a vector that describes the price behavior of a specific asset during
the last L steps:

xp
t = [pt−L−1, . . . , pt] ∈ RL. (2)

Note that we use the notation xp
t to refer to the vector that contains the history

of the previous L percentage changes at time t, while we use the notation pt
to refer to the scalar percentage change at time t.

In this work, we propose to also employ sentiment information about a
financial asset, as expressed in various online sources, to extract additional
information that can be useful for predicting the future behavior of the said
asset. Let Xt denote a collection of textual documents that refer to the asset
at hand and collected at time t, i.e., after time-step t− 1 and until time-step
t. Also, let fs(xd) denote a sentiment extractor that returns the sentiment of
a document xd, where xd is an appropriate representation of a textual doc-
ument for the task of sentiment analysis, e.g., a sequence of the words that
appear in the corresponding document (Araci, 2019). Sentiment can be either
represented as a scalar value that ranges from −1 (negative sentiment) to +1
(positive) sentiment, or as a three-valued vector that expresses the confidence
that a text has positive, neutral, and negative sentiment respectively. There-
fore, for each time-step we can extract the polarity vector regarding the asset
at hand as follows:

st =
1

|Xt|
∑

xd∈Xt

fs(xd) ∈ R3, (3)

where |Xt| denotes the number of text documents collected at time-step t.
Note that the three values described above (positive, negative, neural) are
extracted unless otherwise noted. Then, we can similarly define the time-series
that describes the sentiment over a horizon of L time-steps as:

xs
t = [st−L−1, . . . , st] ∈ RL×3. (4)
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Fig. 1 Proposed trading pipeline: The trained DL models rely on two different information
sources: a) financial data sources, which provide price information, as well as b) sentiment
data sources, which provide sentiment information. Note that multiple sentiment extractors
can be used to provide a more robust sentiment estimation. The collection of textual docu-
ments collected at time t is denoted by Xt, the history of the L most recent price percentage
changes is denoted by xp

t , while x
si
t refers to the sentiment time-series extracted by the i-

th sentiment extractor and xt refers to the vector fed to the DL model that contains all
the extracted information. The fused data xt are then fed to a DL model that provides the
trading signals yt.

The most straightforward way to combine the price information (xp
t ), with

the sentiment information (xs
t ) is to simply concatenate the corresponding

vectors into a tensor:
xt = [xp

t ; xs
t ] ∈ RL×4. (5)

Then, this tensor is fed to the corresponding DL model, as shown in Fig. 1.
Furthermore, in this work, we propose using multiple sentiment extraction
models to acquire a more robust estimation of the sentiment. Using just one
model to extract the sentiment can often lead to a noisy estimation of the
sentiment time-series, especially when we lack enough data to reliably esti-
mate the sentiment. Indeed, this is demonstrated in Fig. 2 where two different
sentiment extraction models lead to a significantly different distribution of sen-
timent over the same time horizon. Motivated by this observation, along with
recent findings in financial trading where it has been demonstrated that using
diversification strategies when developing trading agents can improve their
profitability (Tsantekidis et al, 2021), we propose employing multiple models
for extracting the sentiment, while also ensuring that each of these models
will provide a different “view” of the data. Intuitively, this can be thought
of as the process of asking several “experts” regarding their opinion about
the sentiment in financial markets and then using this information in another
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model to predict the price trend. Therefore, using a diversification strategy
aims to maximize the amount of information that will be available to the sub-
sequent DL model that is used for trading. There are several ways to generate
the models that can be used for estimating the sentiment. For example, we
can train the same model using different initializations, following well-known
strategies used in DL model ensembling (Livieris et al, 2021; Zimmerman et al,
2018; P lawiak and Acharya, 2020). In this work, we opt for a diversification
strategy, motivated by the findings reported in (Tsantekidis et al, 2021) for
developing trading agents that rely solely on price information. More specifi-
cally, we train the same model using different information sources to provide
complementary information to the subsequent DL model. More details for the
used information are provided in Section 4. Therefore, the multi-dimensional
sentiment time-series can be extended to include the estimation from all the
sentiment extractors simply by concatenating the information from the addi-
tional sentiment sources. For example, when using two sentiment extractors,
the final tensor provided in (5) will be constructed as:

xt = [xp
t ; xs1

t ; xs2
t ] ∈ RL×7, (6)

where xs1
t and xs2

t denote the first and second sentiment time-series.
Several different approaches have been proposed in the literature for

training DL models for financial trading, ranging from classification-based
methods (Tsantekidis et al, 2017a) to complex reinforcement learning setups
which aim to simulate the trading environment (Deng et al, 2016). In this
work, we opt for the following classification-based setup, where a DL model is
trained to predict the price movements that are more likely to lead to profit.
More specifically, the ground labels for training the DL model are generated
as:

lt =


1 if ct+1

ct
− 1 > cthres

−1 se ct+1

ct
− 1 < −cthres

0 otherwise,

(7)

where cthres denotes the threshold for considering that a price movement is a
potential candidate for performing a profitable trade. Therefore, the label “1”
corresponds to a long position, i.e., the price is expected to increase and the
agent should buy the asset to make a profit when the prices increases, while
the label “-1” corresponds to a short position, i.e., the price is expected to
decrease and the agent should borrow the asset and sell it to make a profit
when the price decreases. The label “0” indicates market conditions that prob-
ably do not allow the specific agent to perform profitable trades, i.e., the agent
should exit the market. Typically, cthres is set to a value high enough to over-
come any commission fees, as well as to account for price slippage that might
occur. Please note that during back-testing, the consecutive “long” or “short”
positions do not lead to multiple commissions (since the agent simply keeps
the already existing position open), while the exit position (“0”) closes the
currently open position and materializes any gain/loss acquired.
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Fig. 2 Sentiment time-series for the financial sentiment data source used for training and
evaluating the models. The upper three time-series were extracted using a BERT model,
while the lower three time-series were extracted using a CryptoBERT model. Please refer to
Section 4 for more details regarding the exact experimental setup used.

After generating the labels, the DL model can be directly trained using the
cross entropy loss, i.e.,

L = − 1

N

N∑
t=1

3∑
j=1

[lt]j log([gW(xt)]j), (8)

where gW(·) denotes the DL model employed for 3-way classification, lt is the
one-hot encoding of lt, the notation [xt]j is used to refer to the j-th element
of a vector xt, and N is the total number of time-steps for the training time-
series, assuming that the time-series is continuous. Then, the model can be
readily trained using gradient descent, i.e.,

W′ = W − η ∂L
∂W

, (9)

where W denotes the parameters of the model gW(·). In this work, mini-
batch gradient descent is used, while the Adam algorithm is employed for the
optimization (Kingma and Ba, 2014). Please also note that among the main
aims of this work is to evaluate whether using sentiment information can have
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a positive impact on the trading performance of a DL agent. To this end,
we used three different models, i.e., a) a Multilayer Perceptron (MLP) (after
appropriately flattening the input tensor into a vector), b) a 1-D Convolutional
Neural Network and c) a Long-Short-Term Memory (LSTM)-based Network.
All of these network architectures are widely used for training agents that can
provide trading signals (Tsantekidis et al, 2017b,a; Zhang et al, 2019). As we
explain in detail in Section 4, we performed several experiments to evaluate the
impact of using sentiment information on trading for a wide range of different
setups and architectures, including models pre-trained on large-scale financial
datasets, as well as fusing information for multiple sentiment extractors.

4 Experimental Evaluation

In this Section, we provide the experimental evaluation of the proposed
sentiment-aware trading pipeline. First, we introduce the employed setup and
hyper-parameters used for the conducted experiments, as well as the datasets
used as a source of price and sentiment information for the conducted experi-
ments. Then, we present and discuss the experimental results, evaluating the
validity of all hypotheses presented in Section 1.

4.1 Data and Experimental Setup

Regarding the financial data source, we use the daily close prices for Bitcoin-
USD (United States Dollar) currency pair. This dataset is plotted in Fig. 3.
For extracting sentiment information for the same period of time, we used a
dataset published by BDC Consulting (bdc, 2020), which contains over 200,000
titles of financial articles collected from various sites that publish articles on
cryptocurrencies, such as Cointelegraph and CoinDesk. This dataset provides
data for 5 years, from 2015 to 2020. The sentiment extracted using the Fin-
BERT model (Araci, 2019) is shown in Fig. 4 for this dataset. Therefore, we
used the first four years for training the DL models (2015-2019), while the last
year (2019-2020) was used for performing the evaluation/back-testing of the
trading agents. For both the training and testing datasets, we carefully aligned
the textual data and price data, using the corresponding timestamps to ensure
that no information from the future can leak into each training window.

Furthermore, in this work, we employed two additional datasets. The first
one was an annotated textual dataset from financial sources (without aligned
price information) used for training a BERT model (Almalis, 2021a,b). This
dataset used for the sentiment analysis task consists of documents related to
financial and cryptocurrency topics along with its labels characterizing the sen-
timent it expresses (positive, negative, and neutral) (Almalis, 2021a,b). More
specifically, different types of documents, such as news and tweets, as well as
financial documents were used. In addition, we preprocessed the documents to
clean them from tags, links, or symbols. Thus, the dataset contains 119,286
annotated samples of which 41,738 express positive sentiment, 36,528 express
negative sentiment, and 40,999 are neutral. Moreover, the dataset was further
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Fig. 3 BTC-USD price during the period 2015-2020
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Fig. 4 Average sentiment score per day, as expressed by the documents contained in the
BDC Consulting dataset. The finBERT model was used for extracting the sentiment of the
titles of news articles published each day. Note that -1 corresponds to the most negative
sentiment, while 1 corresponds to the most positive sentiment.

divided into training, testing, and validation sets. In more detail, we divided
the dataset into the training set and testing set at 80% and 20%, respectively.
Then, we divided the training set into the final training set and validation set
at 90% and 10%, respectively. Therefore, we have 85,885 samples in the final
training set, 23,858 samples in the testing set, and 9,543 samples in the vali-
dation set. This dataset was used for supervised training of the BERT-based
models, as well as for evaluating their accuracy in sentiment analysis. Two
models were trained using this dataset. The first one is denoted by “BERT”
and was simply trained on the sentiment analysis downstream task. The sec-
ond one is denoted by “CryptoBERT”. For this model, we first followed an
unsupervised pre-training procedure, using the dataset described below.
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We also collected a dataset from various online data sources using
crypto-related keywords, such as Bitcoin and Ethereum. The following online
sources were used:

twitter.com, telegram.com, fool.com, bloomberg.com, livemint.com,

cryptoslate, reuters.com, coinspeaker.com, cryptobriefing.com,

forexcrunch.com, news.bitcoin.com, mckinsey.com, coinbase.com,

financialpost.com, ledgerinsights.com, cnbc.com, criptonoticias.com,

themarket.co.uk, investing.com, crypto-newsflash.com, coindesk.com,

axios.com, dailyhodl.com, societegenerale.com, nbcchicago.com,

newsbtc.com, morningporridge.com, cointelegraph.com, reddit.com, and
insights.deribit.com.

The collection process spanned over a 6 month period, with collection sys-
tems running mostly non-stop. This has resulted in the collection of 154,481
web articles, 570,865 tweets, and 90,268 telegram posts. All collected items are
dated between 2015 and 2021. The used sources are split into two categories,
those which are being handled by a generic web scraper and those that require
a specialized scrapper to work with the site’s API. Most of the websites men-
tioned earlier fall into the first category with the exceptions being Twitter and
Telegram. In those two cases, we implemented a specialized scrapper that can
fully utilize their APIs. Collecting older articles has been far more challenging
than collecting current ones. Traversing websites to find older articles, if no
archive is provided, is done as a depth-first search, with fixed depth so as to
not impose too heavy a load on the content provider. Most websites do uti-
lize a form of article suggestion mechanism that is biased towards more recent
articles, therefore making it harder to discover older ones.

The main motivation of this work is to evaluate the impact of using sen-
timent information across a wide range of DL models and configurations. To
this end, we did not limit the evaluation to a smaller number of handpicked
DL models. Instead, we evaluated a wide range of models for different hyper-
parameters, including a different number of layers, neurons per layer, learning
rates, and dropout rates. More specifically, for the MLP model we evaluated
models with 1, 2, and 3 layers and 8, 16, 32, 64, and 128 neurons per layer. For
the CNN models, we evaluated models with 1, 2, and 3 convolutional layers (all
followed by a final classification layer) and 4, 8, and 16 filters per layer and ker-
nel sizes equal to 3, 4, and 5. Finally, for the LSTM models, we experimented
with 1, 2, and 3 layers and 8, 16, 32, 64, and 128 neurons per LSTM layer. For
all the configurations we used the Adam optimizer (Kingma and Ba, 2014).
Therefore, we trained and evaluated the models with three different learn-
ing rates, i.e., 10−2, 10−3, and 10−4. For the experiments using the FinBERT
model we also used different dropout rates for the layers (Srivastava et al,
2014), i.e., 0.1, 0.2, and 0.4, but we concluded that the effect is minimal, so we
did not include dropout in the subsequent experiments. Also, for FinBERT, we
used a single-dimensional sentiment time-series, while three-dimensional time-
series (corresponding to “positive”, “neutral”, and “negative” sentiment) were
extracted from the rest of the models. All possible model configurations that
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were produced by the different combinations of the aforementioned parameters
were trained and evaluated.

4.2 Experimental Evaluation

First, we performed an initial set of experiments using the FinBERT model, in
order to evaluate whether the use of sentiment information can be beneficial
in financial trading. To this end, we examined the average performance of
different configurations for three different kinds of inputs: a) price alone, b)
sentiment alone, and c) combined price and sentiment. The evaluation results
for the test set are provided in Table 1, where we compare the average Profit
and Loss (PnL) metric (Tsantekidis et al, 2020a), which allows us to estimate
the expected profit and/or loss of a trading agent over a specific period of
time. PnL is calculated as

PnL =

N∑
t=1

δtpt − |δt − δt−1|c, (10)

where N denotes the total duration of the back-testing period (number of time-
steps), pt is the return at time step t as provided in (1), c is the commission
paid for realizing profits/losses and δt is an index variable used to indicate the
current position, which is defined as:

δt =


−1, if agent holds a short position at time-step t

1, if agent holds a long position at time-step t

0, if the agent is not in the market at time-step t

. (11)

Note that we define δ0 = 0 and higher PnL values indicate higher profit
(better performance). We report the average over the top-50 performing con-
figurations, in order to ensure a fair comparison between the different models.
Using sentiment information alone provides better PnL compared to just using
the price while combining the price and sentiment together allows for slightly
improving the obtained results.

These results are also confirmed in the evaluation performed for the training
set for individual agents, as provided in the left column of Fig. 5, where we
also examine the convergence speed of the models by evaluating three different
snapshots of the agents, i.e., at epoch 100, 200, and 300. Using price alone
leads to a PnL of about 7. On the other hand, the obtained results clearly
demonstrate that the DL models learn significantly faster when sentiment
information is available since there are very small differences between the three
model snapshots (i.e., epochs 100, 200, and 300) and the final training PnL
reaches values over 30. This result demonstrates that sentiment information
for cryptocurrencies, such as Bitcoin, might actually be a stronger predictor of
its future behavior compared to the information provided by the price time-
series. Combining price and sentiment information together shows a bit mixed
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Table 1 Average Percentage (%) Profit and Loss (PnL) for the 50 top-performing
configurations for each model (back-testing performed on the test set, i.e,. 2019-2020). The
prediction horizon was set to 1 day. The lot size used is constant for the whole duration of
the backtest regardless of accumulated profits or losses.

Input Modality MLP CNN LSTM

price 201% 219% 214%

sentiment 221% 228% 222%

price & sentiment 224% 228% 224%

result, possibly limiting overfitting issues that might occur when sentiment
is used, since the maximum train PnL, in this case, is around 20, while the
models converge slower compared to only using sentiment input.

Indeed, similar results are obtained for the test evaluation, where the
trained DL models are evaluated on unseen test data, as shown in the right
column of Fig. 5. The models that were trained using sentiment information
consistently perform better compared to the corresponding models that were
trained only using price information as input. Combining price and sentiment
information seems to lead to slightly better behavior. Therefore, the obtained
results confirmed our initial hypothesis that taking into account sentiment
information can lead to agents that perform consistently better trades since in
all evaluated cases using sentiment information as input increased the obtained
PnL.

After this set of experiments, we proceeded to evaluate whether the
unsupervised training of a BERT architecture can increase the accuracy of sen-
timent analysis. The results are shown in Table 2, where the term “BERT” is
used to refer to the supervised training of a BERT model without pre-training,
while the term “CryptoBERT” is used for the proposed pretrained architec-
ture using the collected dataset. We also report results for two different cases:
a) fine-tuning of the classification layer only and b) training of the whole archi-
tecture.The benefit of the unsupervised pre-training is especially evident in the
case where only the classification layer is trained since in this case, the accuracy
increases by 8%. On the other hand, the improvements are smaller (1%) when
the whole model is trained in an end-to-end fashion. Note that the dataset
used for supervised training and evaluation contains only documents related
to finance, which explains the observed positive impact of unsupervised pre-
training. We also compared the proposed approach to other state-of-the-art
large-scale language models, i.e., a) the roBERTA-base (TweetEval) (Barbieri
et al, 2020), which was trained on 58M tweets and then finetuned for senti-
ment analysis on TweetEval dataset, as well as b) the XLM-roBERTa-base
(multilingual) (Barbieri et al, 2021), which was trained on 198M tweets and
finetuned for sentiment analysis in a multi-lingual dataset. Again, the bene-
fits of the proposed unsupervised pre-training and finetuning in the financial
domain are evident, since these methods, despite being trained on significantly
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Fig. 5 Train (left column) and test (right column) PnL for MLP architectures trained on
three different input sources: a) price alone, b) sentiment alone, and c) combined price and
sentiment. Please note that the different lines correspond to different training epochs, i.e.,
blue refers to a model trained for 100 epochs, orange to a model trained for 200 epochs and
green to a model trained for 300 epochs. Figure best viewed in color.

larger datasets, achieve lower accuracy compared to the proposed one (60%
vs. 90%).

We also conducted a qualitative evaluation where we compared the out-
put of the best performing large-scale model (roBERTa-base (TweetEval))
to the proposed CryptoBERT model. The results of this evaluation are pro-
vided in Table 3. It is evident that in all of the presented cases the proposed
method indeed captures the correct sentiment with higher confidence com-
pared to the roBERTa-base model. The generic roBERTa-base model tends to
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Table 2 Evaluating the impact of unsupervised pre-training using financial documents
(CryptoBERT) compared to regular training (BERT) and other large-scale models. Two
setups are evaluated for BERT and CRYPTOBERT: a) classification layer only training
and b) full training.

Model Accuracy F1-score

roBERTa-base (TweetEval) (Barbieri et al, 2020) 0.55 0.55
XLM-roBERTa-base (multilingual) (Barbieri et al, 2021) 0.53 0.52

BERT (classification layer only) 0.60 0.60
CryptoBERT (classification layer only) 0.68 0.69

BERT (full training) 0.91 0.91
CryptoBERT (full training) 0.92 0.92

Table 3 Qualitative evaluation between the roBERTa-base model and the proposed
model. The winning class, along with confidence for each prediction are provided.

Document roBERTa-base CryptoBERT

bitcoin (btc/usd) forecast and analysis on
march 23, 2018

Negative: 0.93 Neutral: 0.56

’ripple and ethereum are horrible projects’,
says tone vays

Neutral: 0.87 Negative: 0.61

cruise stocks plummet as coronavirus hits
global shores

Neutral: 0.87 Negative: 0.41

here’s how you can profit from the online
retrail megatrend

Neutral: 0.61 Positive: 0.43

classify most documents to the neutral class. This behavior can be attributed
to using generic datasets for training such models that probably lack the nec-
essary domain-specific knowledge required for this task. Quite interestingly,
the roBERTa-base model can also misclassify neutral sentences as negative
with quite high confidence and without an apparent reason for this decision.
Overall, the proposed method tends to be less confident, yet classifies a larger
number of documents correctly.

Next, we evaluated these two models, i.e., BERT and CryptoBERT, as sen-
timent sources for financial trading. The experimental results are reported in
Table 4. Note that we report both the price direction accuracy (%), as well as
the acquired profit and loss. First, note that in all cases the accuracy of the
models increases when the two modalities are combined. In most the cases, this
also translates into an increase in the observed PnL. The slight discrepancy
between these two quantities is expected, since the model is not directly opti-
mized to maximize the PnL, e.g., using Reinforcement Learning (Tsantekidis
et al, 2020b). Furthermore, note that CryptoBERT does not consistently lead
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Table 4 Average Accuracy (%) and Percentage (%) Profit and Loss (PnL) for the 50
top-performing configurations for each model (back-testing performed on the test set, i.e.,
2019-2020). ‘(s)’ denotes models trained only on sentiment sources, while ‘(s+p)’ denotes
models trained both on the price and sentiment modality. The prediction horizon was set
to 1 day. The lot size used is constant for the whole duration of the backtest regardless of
accumulated profits or losses.

BERT (Acc.) BERT (PnL) CryptoBERT (Acc.) CryptoBERT (PnL)

MLP (s) 45.1%± 2.7% 106.8%± 22.8% 43.6%± 4.4% 186.6%± 24.5%
MLP (s + p) 45.9%± 3.4% 164.0%± 20.6% 45.3%± 3.3% 161.2%± 20.6%

CNN (s) 44.1%± 4.6% 200.7%± 17.7% 43.8%± 4.6% 197.2%± 18.7%
CNN (s + p) 47.3%± 2.9% 177.0%± 18.7% 47.3%± 2.8% 173.7%± 16.2%

LSTM (s) 44.5%± 3.1% 127.5%± 43.7% 43.4%± 3.8% 169.1%± 27.6%
LSTM (s + p) 51.7%± 2.6% 231.3%± 22.1% 51.5%± 2.8% 222.1%± 18.9%

to improved accuracy or PnL. However, there are some cases, where despite
having lower accuracy, it can achieve higher PnL. This can be potentially
attributed to its better ability to correlate significant price movements to the
corresponding sentiment.

Combining sentiment and price improves the expected performance for
both BERT and CryptoBERT. Therefore, it is not clear which model should
be preferred. The sentiment extracted using both of these models is shown in
Fig. 2, where the differences between the sentiment extracted by these models
are depicted. For example, CryptoBERT leads to a much more clear distinc-
tion between positive and negative sentiment, while the positive sentiment is
the prevalent one. At the same time, we can observe that the sentiment move-
ments are correlated at various points of the sentiment time-series extracted
by these two models. Based on these observations, we repeated the experimen-
tal evaluation by using the sentiment time-series extracted by both models.
The experimental results reported in Table 5, demonstrate that in most of the
cases the multi-source model achieves higher PnL than both the individual
BERT and CryptoBERT models reported in Table 4. Again, we observe that
the combination of two modalities leads to higher accuracy, yet lower PnL
in a few cases. Based on these results, we expect that using more advanced
approaches that can directly optimize the PnL to avoid this behavior, as
discussed previously.

5 Conclusion

In this work, we conducted an extensive experimental study to evaluate the
impact of using sentiment-enriched information for providing Bitcoin price
movement indications. The conducted evaluation revealed that sentiment can
indeed be a useful predictor, which can be also combined with other modal-
ities, such as price information, to further improve the performance of the
model. The experimental evaluation also highlighted that the model used to
extract the sentiment can have a significant impact on the subsequent trading
performance. Based on this observation, we proposed a simple, yet effective
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Table 5 Average Accuracy (%) and Percentage (%) Profit and Loss (PnL) for the 50
top-performing configurations using both BERT and CryptoBERT sentiment sources for
each model (back-testing performed on the test set, i.e., 2019-2020). ‘(s)’ denotes models
trained only on sentiment sources, while ‘(s+p)’ denotes models trained both on the price
and sentiment modality. The prediction horizon was set to 1 day. The lot size used is
constant for the whole duration of the backtest regardless of accumulated profits or losses.

Test PnL

MLP (s) 43.9%± 4.9% 182.6%± 24.5%
MLP (s + p) 46.6%± 3.0% 176.2%± 20.4%

CNN (s) 44.2%± 4.4% 203.2%± 23.6%
CNN (s + p) 47.1%± 2.7% 181%± 21.2%

LSTM (s) 43.7%± 3.9% 173.4%± 21%
LSTM (s + p) 52.2%± 3% 225.1%± 22.4%

fusion strategy, that allows for fusing the sentiment information arising from
different DL-based sentiment extractors. Indeed, this approach led to signifi-
cant improvements. At the same time, we found out that forecasting accuracy
is not necessarily fully correlated with trading performance, i.e., models can
achieve lower forecasting accuracy, yet have higher PnL gains.

These observations raise a series of interesting future research questions.
First, the proposed method can be also combined with reinforcement learning
approaches, similar to (Tsantekidis et al, 2020b), to directly optimize the mod-
els for the task at hand, instead of using a proxy task. Furthermore, we continue
collecting data for various sources, aiming to compile a high-frequency dataset,
allowing us to evaluate the impact of sentiment when fine-grained information
is available, i.e., on a minute level. This approach also brings out several inter-
esting questions on how this information should be presented to the models,
e.g., using multi-resolution Bag-of-Features representations could be employed
to feed this information to the models in a more efficient manner (Passalis
et al, 2020). Finally, more advanced ways of combining sentiment and price
information, e.g., using transformer-based architectures for data fusion (Devlin
et al, 2018), could further improve the obtained results, since, in some cases,
combining these two sources of information only led to marginal improvements
over just using sentiment information.
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