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ABSTRACT

Deep Learning (DL) models have been applied in several
studies to solve financial trading problems. Most approaches
handle these problems as classification or reinforcement
learning problems with the objective of developing profitable
strategies. Recent works have demonstrated that supplying
financial trading agents with sentiment information can lead
to improved performance. However, most of these works fo-
cus on collecting sentiment in a coarse-grain manner, which
is not always appropriate for making fine-grained trading de-
cisions, e.g., on a minute basis. In this paper, we introduce
a fine-grained cryptocurrency sentiment dataset, called Cryp-
toSentiment, which contains 235,907 sentiment scores for 14
cryptocurrency assets, gathered by various online sources.
Moreover, we provide Deep Reinforcement Learning (DRL)
baselines using the collected dataset, investigating the impact
of multi-modal features on cryptocurrency trading.

Index Terms— Sentiment analysis, Financial Trading,
Deep Reinforcement Learning.

1. INTRODUCTION

The purpose of financial trading is to achieve profit by pur-
chasing and selling financial assets. Automated financial trad-
ing is performed by algorithms without the involvement of hu-
mans. The exponential growth of deep learning (DL) models
has resulted in a range of models that focus on such financial
trading challenges. The problem can be treated as a super-
vised learning problem, which means that the models predict
either price movements or the action that must be performed,
i.e., typically buy, sell or exit. In this case, labeled data must
be gathered for either regression or classification problems.
On the other hand, automated financial trading is also ap-
proached by deep reinforcement learning techniques. Con-
trary to supervised learning methods, in this case, an agent
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learns to interact with its environment, decides on the best
trading strategy and is rewarded according on the amount of
profit that accumulates, without the need of labeled data.

In terms of input features, most financial trading models
employ just price-related information [1, 2]. This informa-
tion can be used for performing trading at various horizons,
ranging from minutes and hours [3] to days or longer [4].
Additional information, however, can be used as input fea-
tures. These kinds of information can be derived from internet
sources such as article news and social media platforms that
represent public opinion. A number of recent works [5, 6]
have used sentiment to enrich price-related features and re-
ceived positive results. Intuitively, the public sentiment re-
garding trading assets influences both the price and trading
strategies concerning said assets, and vice versa. This means
that valuable information can be extracted by taking into con-
sideration public statements relating to the financial market
and specifically about the assets in one’s portfolio.

However, most of these works focus on collecting sen-
timent in a coarse-grain manner, e.g., calculate the average
sentiment across the collected documents for each day. Even
though this information is indeed useful for trading using
daily candles [4], it might not contain enough information
for making fine-grained trading decisions, e.g., on a minute
basis. It is expected that collecting fine-grained sentiment
will improve the performance of agents working in finer
grained horizons. However, reliably estimating the sentiment
in such granularities is not trivial, since it requires collecting
an enormous amount of information. For example, assuming
collecting just 5 documents per minute requires collecting
more than 7,000 documents per day.

The key contribution of this work is to provide a publicly
available dataset containing fine-grained sentiment analysis
data (minute basis) about cryptocurrency market collected by
different online sources. Specifically, we provide the Cryp-
toSentiment dataset, which includes 235,907 sentiment scores
for 14 different cryptocurrencies gathered from various on-
line sources such as news articles and social media, that ex-
ceed the 3,000,000 documents. The collected dataset is pub-



lished in Zenodo [7] and is publicly available at https://
doi.org/10.5281/zenodo.7684410. We also pro-
vide baselines investigating whether using sentiment informa-
tion is advantageous when training deep reinforcement learn-
ing agents for financial trading. In particular, we examine the
impact of features from multiple modals, i.e., price and senti-
ment, in the training of a DRL agent for financial trading.

The rest of the paper has the following structure. In Sec-
tion 2, we discuss related work and similar approaches. Then,
in Section 3, we describe the data collection process and the
followed pipeline. After that, in Section 4, we illustrate the
results of our experiments and we evaluate the impact of sen-
timent score used. Finally, in Section 5, we represent our
conclusions and we describe future work.

2. RELATED WORK

Financial trading experts and DL researchers have explored
the use of DL methods in order to automate financial trad-
ing processes with financial assets. This has been done in
a number of different research approaches. One common ap-
proach is supervised learning [8, 9], with some works focused
on regression problems such as forecasting stock prices [10],
while others focus on classification problems such as predict-
ing price movements [11]. DRL [12] has also been widely
applied in this field, where an agent simulates a financial envi-
ronment and performs trading transactions. Financial trading
agents have produced effective trading strategies that outper-
form human traders and traditional automated financial trad-
ing systems.

Except from price - related data, some research [4] has
been done on incorporating additional sources of information
in the input space of DRL agents, particularly sentiment anal-
ysis of text from news articles or social media, to improve
the performance of financial trading models. These works
[13, 14, 15] approach the financial trading problem using sen-
timent information that is extracted from a lexicon-based sen-
timent analyzers [16] in addition to price data. These surveys
show that including sentiment information positively affects
agent performance when compared to simply price-related
agents.

Since cryptocurrencies have expanded at an exponential
growth rate in recent years, cryptocurrency trading has be-
come increasingly popular. This work aims to show how
a combination of fine-grained sentiment-related features and
price-related data can improve the performance of agents in
another financial area, such as cryptocurrency trading. We
compared the performance of price-only agents with price
and sentiment combined agents and discuss about their per-
formance. Moreover, sentiment data is collected from text
about cryptocurrencies using FinBERT [17] - a BERT [18]
sentiment extractor focused on financial documents - and pro-
vided for further research reasons. Finally, note that we intro-
duce the first - to the best of our knowledge - fine-grained

Table 1: Example of cryptocurrencies along with keywords
used in the collection of text from online sources

Cryptocurrency Keywords

XRPUSDT ’Ripple’, ’XRP’, ’Chris Larsen’, ’Jed McCaleb’
BTCUSDT ’Bitcoin’, ’BTC’, ’XBT’, ’Satoshi Nakamoto’
ETHUSDT ’Ethereum’, ’ETH’, ’Vitalik Buterin’
EOSUSDT ’EOS.IO’, ’EOS’, ’Dan Larimer’
NEOUSDT ’NEO’, ’Da Hongfei’, ’Erik Zhang’
XMRUSDT ’Monero’, ’XMR’, ’Monero Core Team’
XLMUSDT ’Stellar’, ’XLM’, ’Jed McCaleb’

sentiment dataset for financial trading that contains sentiment
information at minute level for 14 different cryptocurrencies.

3. PROPOSED METHOD

3.1. CryptoSentiment Dataset

Sentiment data is extracted using text that is collected from
various online sources, such as online articles and social me-
dia platforms. Text examples have been collected based on
keywords related to cryptocurrency, and some of them are
shown in the Table 1. For each sample of text we collected,
we implemented sentiment analysis using FinBERT [17], a
model that is able to predict a 3-label (positive, negative, neu-
tral) sentiment of financial - related content. Sentiment score
is determined as standard; in particular, we calculated it as
the difference of positive sentiment score minus negative sen-
timent score. This indicates that positive texts should have
an overall score around 1, negative texts should have an over-
all score close to -1, and neutral texts have a sentiment score
around 0.

More specifically, we were able to collect sentiment data
from 17-08-2017 to 12-02-2022 aggregated in minute basis.
It is worth noting that sentiment data prior to 2020 is quite
rare in comparison to sentiment data after 2020, since the
popularity of cryptocurrencies has increased dramatically in
recent years. In Fig. 1, we can observe the sentiment values
from 2020 to 2022. Note the denser sentiment collection pe-
riod, after approximately March 2021. which leads to more
reliable sentiment estimation, compared to the less dense sen-
timent collection period before March 2021. Note that the
collected dataset can be either used as a whole, i.e., includ-
ing both data collection periods, or by keeping only the more
dense and reliable period for training and testing.

3.2. DRL-based Trading Pipeline

First, we gathered two different types of information, namely
cryptocurrency price data and sentiment data. The price data
was in the form of Open High Low Close (OHLC) price can-
dles, which contain four values: the candle’s open price, clos-
ing price, high price, and low price. A candle is a type of price
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Fig. 1: Mean sentiment value per hour from 2020 to 2022.
Note that the average over all 14 cryptocurrencies is reported.

chart that displays the high, low, open, and closing prices of
a certain time. The candlestick shows investors whether the
closing price was higher or lower than the opening price. Sen-
timent data is collected as discussed in section 3.1. Thus, we
have price and sentiment data at a minute rate. We train DRL
agents for financial trading using the previously described
price and sentiment data. Price and sentiment data were re-
sampled on a hourly rate. For each hourly time interval, the
resampling approach included taking the first value of the
open price, the minimum value of the low price, the maxi-
mum value of the high price, the final value of the closing
price, and the mean of the sentiment values. From this data,
we extracted features in order to train the model, such as per-
centage differences of high, close and low prices, volatility,
features that encode time information but also the last-hour
sentiment feature.

A DRL agent with Proximal Policy Optimization (PPO)
[19] is employed. In further detail, the model used in the
studies is a Long Short Term Memory (LSTM) model [20].
Also, dropout is used in order to avoid overfitting. Further-
more, the agent’s reward is based on Profit and Loss (PnL)
metric, that estimates the expected profit and/or loss of a trad-
ing agent over a specific time period. More specifically, PnL
is calcualted as:

PnL =

N∑
t=1

δtpt − |δt − δt−1|c, (1)

where N denotes the total duration of the back-testing period
(number of time-steps), pt is the return at time step t, c is the
commission paid for realizing profits/losses and δt is an index
variable used to indicate the current position, which is defined
as:

δt =


−1, if agent holds a short position at time-step t

1, if agent holds a long position at time-step t

0, if the agent is not in the market at time-step t

.

(2)

Fig. 2: Test and train PnL during DRL agent training. Fea-
tures that are used are only price-related. Every different
curve represent a different run.

4. EXPERIMENTAL EVALUATION

We train a DRL agent used a LSTM model of 32 neurons
followed with a 3 neuron actor and critic. The dropout prob-
ability is set to 0.2. Learning rate is initialized as 5 ∗ 10−5

and commission punishment is set to 2 ∗ 10−5. The opti-
mizer used was RAdam Optimizer [21]. We used OHLC price
data from 14 cryptocurrency-USDT pairs to train the DRL
agent. In more detail, XRPUSDT, BTCUSDT, ETHUSDT, EO-
SUSDT, ADAUSDT, NEOUSDT, TRXUSDT, XMRUSDT, XL-
MUSDT, WAVESUSDT, ETCUSDT, VETUSDT, BTCBUSDT,
ATOMUSDT were utilized. We use data before 25-07-2021
for training and data from 25-07-2021 to 12-02-2022 for test-
ing. We evaluated the agent’s performance using Profit and
Loss (PnL) metric, that estimates the expected profit and/or
loss of a trading agent over a specific time period, as intro-
duced in (1).

4.1. Trading using Price

At first, we investigate the agent’s behavior in price-only re-
lated features to more effectively investigate the effect of sen-
timent in DRL agent training later. DRL agents can be partic-
ularly difficult to train since the training process is frequently
unstable. This issue gets worse when training DRL agents for
financial trading, where the input time series is particularly
noisy. So, we performed 5 randomly initialized experiments
with this setup in order to observe agent’s behavior. We found
that agents learn profitable strategies, although agent behav-
ior is not consistent and test PnL throughout training varies
significantly, despite the fact that Train PnL is quite stable,
as shown in Fig. 2. The mean test PnL achieved from these
experiments is 9.68 ± 4.93 and the mean train PnL achieved
is 149.08 ± 5.37.

4.2. Trading using Sentiment

Similarly, we can train a DRL agent using sentiment features
from the previous hour as well as time features. We discov-



Fig. 3: Test and train Pnl during DRL agent training. Features
that are used are price and sentiment features. Every different
curve represent a different run.

Fig. 4: Mean test PnL achieved from different experimental
setups. The average and standard deviation over 5 different
runs are reported.

ered that training a DRL agent with only sentiment informa-
tion is not as profitable or stable as training a DRL agent using
only price features.The mean test PnL reached with these ex-
periments is 6.69±6.43 and mean train PnL is 116.92±20.58.
This could be explained since sentiment data are noisy, and
training a DRL agent with just this kind of data might lead to
the agent learning ineffective strategies.

4.3. Trading using both Price and Sentiment

After that, we investigate the impact of the sentiment features
on the agent’s performance. We used the previous experi-
ment’s price features as well as the previous hour’s sentiment.
The mean test PnL reached with these experiments is 10.55
± 1.16 and mean train PnL is 156.68 ± 5.38. The results
of these experiments are shown in Fig. 3. We noticed that
using sentiment features in addition to price-related features
resulted in more profitable agents than price-only agents.

We can observe in Fig 4 and 5, as well as in Table 2 the

Fig. 5: Mean Train PnL achieved from different experimental
setups. The average and standard deviation over 5 different
runs are reported.

Table 2: Mean train and test PnL after DRL agent training

Test PnL Train PnL

Sentiment-only 6.69 ± 6.43 116.92 ± 20.58
Price only 9.68 ± 4.93 149.08 ± 5.37
Price + Sentiment 10.55 ± 1.16 156.68 ± 5.38

mean PnL achieved from different DRL agent training setups.
We notice that sentiment information in addition to price in-
formation has improved the agent’s performance. When we
use sentiment information in addition to price data, we not
only get a better test PnL from the agent, but we also get more
stable behavior than price-only related agents.

5. CONCLUSIONS

In this work, we investigated the impact of sentiment in the
training of DRL agents for financial trading. We, also, pro-
vide a dataset of sentiment values that represent emotion of
cryptocurrency - related published text from online sources.
We observed that applying sentiment features to a financial
trading agent results in more profitable and stable models.
The study’s findings have inspired our interest in future in-
vestigation. First, it is interesting in looking deeply into the
significance of sentiment data on financial trading. For exam-
ple, how additional sentiment features and/or different sen-
timent values for each cryptocurrency effect agents learning
trading strategies. Moreover, it is crucial to investigate the
agent’s behavior using different types of data, such as forex
data with their corresponding sentiment value to determine
whether sentiment is beneficial, and other domains other than
cryptocurrency trading.
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