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Introduction

• Reward Shaping

• Is an important aspect of Deep Reinforcement Learning (DRL) and adapting it to 

a specific domain may significantly improve the performance of the DRL agent

• Reward shaping techniques are designed with the objective of offering extra 

intermediate rewards or modifying the existing rewards in order to equip the 

agent with more informative feedback.



Introduction

• Reward Approaches

• Profit and Loss (P&L): most DRL systems for financial trading use P&L as a reward function

• Sharpe ratio: captures the risk-related component of an agent’s performance, and is used to 

evaluate a portfolio’s risk-adjusted performance

• Drawbacks

• Profit and Loss (P&L): Doesn’t take into account the risk associated with the returns  

• Sharpe ratio: Limited samples are available during the training phase. To perform the 

calculation, it is necessary to consider the returns over a long period of time



Introduction

• Goal: Incorporating the Sharpe ratio into the reward function of a DRL 

agent aims to enhance the overall performance of the portfolio by 

mitigating the risk associated with the agent's decisions



Proposed Method



Proposed Method

• Our study outlines a method for integrating the Sharpe ratio into the 

training procedure of a DRL agent

• A dynamic window is proposed which adjusts its size based on the 

returns obtained within an RL episode. Consequently, an estimation 

of the Sharpe ratio can be incorporated into the reward function



Proposed Method

• PnL reward

The profit-based reward is defined as:

where 𝑧𝑡 is the return change and is defined as: 

𝑧𝑡 =
𝑝𝑐 𝑡  − 𝑝𝑐(𝑡 − 1)

𝑝𝑐(𝑡 − 1)

which is also referred to as the change of the close price 𝑝𝑐. 

𝑟𝑡
(𝑃𝑛𝐿)

 = ቐ

𝑧𝑡  𝑖𝑓 𝑎𝑔𝑒𝑛𝑡 𝑔𝑜𝑖𝑛𝑔 𝑙𝑜𝑛𝑔
−𝑧𝑡  𝑖𝑓 𝑎𝑔𝑒𝑛𝑡 𝑔𝑜𝑖𝑛𝑔 𝑠ℎ𝑜𝑟𝑡
0 𝑖𝑓 𝑎𝑔𝑒𝑛𝑡 ℎ𝑎𝑠 𝑎 𝑛𝑒𝑢𝑡𝑟𝑎𝑙 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛



Proposed Method

With the return definition, the profit-based reward can be written as:

𝑟𝑡
(𝑃𝑛𝐿)

= 𝑒𝑡 · 𝑧𝑡

Where 𝑒𝑡  is the current market position and  𝑒𝑡 ∈ 1, 0, −1 = {long, neutral, short}

When the agent changes position is obligated to pay an extra fee. That is called the commission, in which case an additional 

reward is formulated as:

𝑟𝑡
(𝑓𝑒𝑒)

= −𝑐 · |𝑒𝑡 − 𝑒𝑡−1|

where 𝑐 denotes the commission. The total PnL reward can be defined as:

𝑟𝑡
(𝑃𝑛𝐿−𝑡𝑜𝑡𝑎𝑙)

= 𝑟𝑡
(𝑃𝑛𝐿)

+ 𝑟𝑡
(𝑓𝑒𝑒)



Proposed Method

• PnL and Sharpe ratio reward

Reward, based on the approximated Sharpe ratio is defined as:

                                 𝑟𝑡
(𝑠𝑟)

=
𝐸[𝒓 

(𝑷𝒏𝑳−𝒕𝒐𝒕𝒂𝒍)]

𝑉𝑎𝑟[𝒓 
(𝑷𝒏𝑳−𝒕𝒐𝒕𝒂𝒍)]

, 𝒓 
(𝑷𝒏𝑳−𝒕𝒐𝒕𝒂𝒍) =  𝑟0

𝑃𝑛𝐿−𝑡𝑜𝑡𝑎𝑙

 
, … , 𝑟𝑡

𝑃𝑛𝐿−𝑡𝑜𝑡𝑎𝑙
, 𝑡 ∈ 𝑤, … , 𝑚

where 𝑤 =  𝑚/2, 𝒓 
(𝑷𝒏𝑳−𝒕𝒐𝒕𝒂𝒍) is a vector with PnL rewards during a DRL episode. The total PnL and Sharpe ratio reward is 

defined as: 

𝑟𝑡
(𝑡𝑜𝑡𝑎𝑙)

= ቐ
𝑟𝑡

(𝑃𝑛𝐿−𝑡𝑜𝑡𝑎𝑙)
,  𝑡 < 𝑤

𝑟𝑡
(𝑃𝑛𝐿−𝑡𝑜𝑡𝑎𝑙)

+ 𝛼 · 𝑟𝑡
(𝑠𝑟)

, 𝑓𝑜𝑟 𝑡 ≥ 𝑤

Where 𝛼 is a constant value.

PnL rewards 
during a DRL 

episode
Number 
of steps

The point at 

which 𝑟𝑡
𝑠𝑟  is 

incorporated



Proposed Method

• Proposed

The total reward of the proposed scheme is defined as: 

𝑟𝑡
(𝑡𝑜𝑡𝑎𝑙)

=

𝑟𝑡
(𝑃𝑛𝐿−𝑡𝑜𝑡𝑎𝑙)

,  𝑓𝑜𝑟 𝑡 < 𝑤

𝑟𝑡
(𝑃𝑛𝐿−𝑡𝑜𝑡𝑎𝑙)

+ 𝛼 · 𝑟𝑡
(𝑠𝑟)

,  𝑓𝑜𝑟 𝑡 = 𝑤

𝑟𝑡
(𝑃𝑛𝐿−𝑡𝑜𝑡𝑎𝑙)

+ 𝛼 · 𝑟𝑡
(𝑠𝑟)

, 𝑖𝑓 𝑟𝑡
(𝑠𝑟)

> 𝑟𝑡−1
(𝑠𝑟)

,  𝑓𝑜𝑟 𝑡 > 𝑤

𝑟𝑡
(𝑃𝑛𝐿−𝑡𝑜𝑡𝑎𝑙)

− 𝛼 · 𝑟𝑡
𝑠𝑟

, 𝑖𝑓 𝑟𝑡
𝑠𝑟

< 𝑟𝑡−1
(𝑠𝑟)

,  𝑓𝑜𝑟 𝑡 > 𝑤

The reward statistic lie on a very small scale, which would slow down the training of the employed RL estimators that’s why 

after each step the  𝒓 
(𝒕𝒐𝒕𝒂𝒍) is simply divided by its standard deviation: 𝒓 

(𝒕𝒐𝒕𝒂𝒍) =
𝒓 

(𝒕𝒐𝒕𝒂𝒍)

𝜎
𝒓(𝒕𝒐𝒕𝒂𝒍)
 



Experimental Evaluation



Dataset

• Crypto + Sentiment (CryptoSentiment dataset)

• Training set from 2020 to 2021-07-25, Test set from 2021-07-25 to 2022-02-12

• In total: 259.351 data points, where the train/test candles are 191.492 and 67.859 candles, 

respectively.

• 14 USDT currency pairs such as BTCUSDT, and ETHUSDT among others.

• We used price features, mostly percentage differences between OHLC candles, sentiment score, 

and time related features 

• The features are concatenated into a feature vector 𝒙𝑡  ∈ ℝ33 for each time 𝑡.



DRL setup characteristics

• The DRL agent is trained using the Proximal Policy Optimization (PPO) approach 

• Neural Network architecture is Long-Short Term Memory

• The number of steps that an DRL episode consists of is equal to 100

• Each experiment is executed 10 times, with each instance using a different 

random seed

• The PnLs presented, are averaged throughout the 10 experiments as well as the 

Annualized Sharpe ratios



Proposed Reward Evaluation

𝑹𝒆𝒘𝒂𝒓𝒅 𝒕𝒚𝒑𝒆 𝑻𝒓𝒂𝒊𝒏 𝑨𝒏𝒏𝒖𝒂𝒍𝒊𝒛𝒆𝒅 𝑺𝒉𝒂𝒓𝒑𝒆 𝒓𝒂𝒕𝒊𝒐 𝑻𝒆𝒔𝒕 𝑨𝒏𝒏𝒖𝒂𝒍𝒊𝒛𝒆𝒅 𝑺𝒉𝒂𝒓𝒑𝒆 𝒓𝒂𝒕𝒊𝒐

PnL 4.44 ± 0.062 1.662 ± 0.092

PnL + Sharpe ratio 4.36 ± 0.057 1.656 ± 0.029

Proposed 4.54 ± 0.065 1.711 ± 0.097



Proposed Reward Evaluation

𝑹𝒆𝒘𝒂𝒓𝒅 𝒕𝒚𝒑𝒆 Train PnLs

PnL 7.8067 ± 0.218

PnL + Sharpe ratio 7.8053 ± 0.215

Proposed 8.0604 ± 0.222



Proposed Reward Evaluation

𝑹𝒆𝒘𝒂𝒓𝒅 𝒕𝒚𝒑𝒆 Test PnLs

PnL 0.7997 ± 0.025

PnL + Sharpe ratio 0.8239 ± 0.024

Proposed 0.8627 ± 0.026



Conclusion



Conclusion

Developed and evaluated a Sharpe ratio-based reward shaping scheme for training 

DRL agents that are capable of decreasing the risk that often occurs in agents’ 

trading decisions and improving the overall performance of a portfolio



Thank you!

Questions?
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